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Abstract—This paper discusses the use of genetic algorithms (GAs) for automatic software test data generation. This research extends previous work on dynamic test data generation where the problem of test data generation is reduced to one of minimizing a function [1], [2]. In our work, the function is minimized by using one of two genetic algorithms in place of the local minimization techniques used in earlier research. We describe the implementation of our GA-based system and examine the effectiveness of this approach on a number of programs, one of which is significantly larger than those for which results have previously been reported in the literature. We also examine the effect of program complexity on the test data generation problem by executing our system on a number of synthetic programs that have varying complexities.
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1 INTRODUCTION

An important aspect of software testing involves judging how well a series of test inputs tests a piece of code. Usually, the goal is to uncover as many faults as possible with a potent set of tests since a test series that has the potential to uncover many faults is obviously better than one that can only uncover a few. Unfortunately, it is almost impossible to predict how many faults will be uncovered by a given test set. This is not only because of the diversity of the faults themselves, but because the very concept of a fault is only vaguely defined (c.f., [3]). Still, it is useful to have some standard of test adequacy, to help in deciding when a program has been tested thoroughly enough. This leads to the establishment of test adequacy criteria.

Once a test adequacy criterion has been selected, the question that arises next is how to go about creating a test set that is good with respect to that criterion. Since this can be difficult to do by hand, there is a need for automatic test data generation.

Unfortunately, test data generation leads to an undecidable problem for many types of adequacy criteria. Insofar as the adequacy criteria require the program to perform a specific action, such as reaching a certain statement, the halting problem can be reduced to a problem of test data generation. To circumvent this dilemma, test data generation algorithms use heuristics, meaning that they do not always succeed in finding an adequate test input. Comparisons of different test data generation schemes are usually aimed at determining which method can provide the most benefit with limited resources.

In this paper, we introduce GADGET (the Genetic Algorithm Data Generation Tool), which uses a test data generation paradigm commonly known as dynamic test data generation. Dynamic test data generation was originally proposed by [1] and then investigated further by [2], [4], and [5]. During dynamic test generation, the source code of a program is instrumented to collect information about the program as it executes. The resulting information, collected during each test execution of the program, is used to heuristically determine how close the test came to satisfying a specified test requirement. This allows the test generator to modify the program’s input parameters gradually, nudging them ever closer to values that actually do satisfy the requirement. In essence, the problem of generating test data reduces to the well-understood problem of function minimization.

The approach usually proposed for performing this minimization is gradient descent, but gradient descent suffers from some well-known weaknesses. Thus, it is appealing to use more sophisticated techniques for function minimization, such as genetic search [6], simulated annealing [7], or tabu search [8]. In this paper, we investigate the use of genetic search to generate test cases by function minimization.

In the past, automatic test data generation schemes have usually been applied to simple programs (e.g., mathematical functions) using simple test adequacy criteria (e.g., branch coverage). Random test generation performs adequately on these problems. Nevertheless, it seems unlikely that a random approach could also perform well on realistic test-generation problems, which often require an intensive manual effort. Indeed, our results suggest that random test generation performs poorly on realistic programs. The broader implication is that, due to their simplicity, toy programs fail to expose the limitations of some test-data generation techniques. Therefore, such programs provide limited utility when comparing different test-data generation techniques. Because GADGET was designed to work on large programs written in C and C++, it is possible for us to examine the effects of program complexity on the difficulty of test data generation.

We examine a feature of the dynamic test generation problem that does not have an analog in most other function minimization problems. If we are trying to satisfy many test requirements for the same software, we have to perform many function minimizations, but the functions being minimized are sometimes quite similar. That makes it...
possible to solve one problem by coincidence while trying to solve another. In other words, the test generator can find inputs that satisfy one requirement even though it is searching for inputs to satisfy a different one.

On the larger programs we tested, coincidental discovery of test inputs satisfying new requirements was much more common than their deliberate detection (the GAs often satisfied one test requirement while they were trying to satisfy a different one). In fact, the ability of test data generators to satisfy coverage requirements coincidentally seems to play an important role in determining their effectiveness.

Random test generation did not perform well in our experiments. Moreover, our empirical results show an increasing performance gap between random test generation and the more sophisticated test generation methods when tests are generated for increasingly complex programs. This suggests that the additional effort of implementing more sophisticated test generation techniques is ultimately justified.

This paper begins with an overview of automatic test data generation methods (Section 2), followed by an introduction to genetic algorithms in the context of test-data generation (Section 3). In Section 4, we describe our own test-data generation system, GADGET. Finally, in Section 5, we empirically examine the performance of our system on a number of test programs.

2 Test Adequacy Criteria and Test Data Generation

Some test paradigms call for inputs to be selected on the basis of test adequacy criteria, which are used to ensure that certain features of the source code are exercised (in testing terminology, these features are to be covered by the test inputs). Some studies, such as [9], [10], [11], have concluded that test adequacy does, in fact, improve the ability of a test suite to reveal faults, though [12], [13], [14], [15], among others, describe situations where this is not true. Whether or not test adequacy criteria really measure the quality of a test suite, they are an objective way to measure the thoroughness of testing.

These benefits cannot be realized unless adequate test data (i.e., test data that satisfy the adequacy criteria) can be found. Manual generation of such tests can be quite time-consuming, so it would be appealing to have algorithms that can examine a program’s structure and generate adequate tests automatically.

It is desirable to have test data generation algorithms that are more powerful in the sense of being more capable of finding adequate tests. Our research addresses this need.

2.1 Code Coverage and Test Adequacy Criteria

Many test adequacy criteria require certain features of a program’s source code to be exercised. A simple example is a criterion that says, “Each statement in the program should be executed at least once when the program is tested.” Test methodologies that use such requirements are usually called coverage analyses because certain features of the source code are to be covered by the tests. A test adequacy criterion generally leads to a set of test requirements specifically stating the conditions that the tests must fulfill. For example, each statement in a program might be associated with a requirement asking that the statement in question be executed during testing.

The example given above describes statement coverage. A slightly more refined approach is branch coverage. This criterion requires every conditional branch in the program to be taken at least once. For example, supposing we want to obtain branch coverage of the following code fragment:

\[
\begin{align*}
\text{if} \ (a \geq b) \text{ \{do one thing\}} \\
\text{else} \text{ \{do something else\}}
\end{align*}
\]

we must satisfy two test requirements: There must be one program input that causes the value of the variable a to be greater than or equal to the value of b, and there must be one that causes the value of a to be less than that of b. One effect of these requirements is to ensure that both the “do one thing” and “do something else” sections of the program are executed.

There is a hierarchy of increasingly complex coverage criteria having to do with the conditional statements in a program. We shall refer to this hierarchy as defining levels of coverage. At the top of the hierarchy is multiple condition coverage, which requires the tester to ensure that every permutation of values for the Boolean variables in every condition occurs at least once. At the bottom of the hierarchy is function coverage, which requires only that every function be called once during testing (saying nothing about the code inside each function). Somewhere between these extremes is condition-decision coverage, which is the criterion we use in our test-data generation experiments.

A condition is an expression that evaluates to TRUE or FALSE, but does not contain any other TRUE/FALSE-valued expressions, while a decision is an expression that influences the program’s flow of control. To obtain condition-decision coverage, a test set must make each condition evaluate to TRUE for at least one of the tests and each condition evaluate to FALSE for at least one of the tests. Furthermore, the TRUE and FALSE branches of each decision must be exercised. Put another way, condition-decision coverage requires that each branch in the code be taken and that every condition in the code be TRUE at least once, and FALSE at least once.

With any of these coverage criteria, we must ask what to do when an existing test set fails to meet the chosen criterion. In many cases, the next step is to try to find a test set that does satisfy the criterion. Since it can be quite difficult to manually search for test inputs satisfying certain requirements, test data generation algorithms are used to automate this process.

2.2 Previous Work in Test Data Generation

The term “test generation” is commonly applied to a number of diverse techniques. For example, tests may be generated from a specification (in order to exercise features of the specification), or they may be generated from state model of software operation (in order to exercise various states or combinations of states).

For a program with a complex graphical user interface, test generation may simply consist of finding tests that
exercise all aspects of the interface. On the other hand, many software systems package a diverse collection of services and, for such packages, it is often considered sufficient to ensure that most or all services are used during testing. In such cases, it is often straightforward to find inputs that exercise a given feature and, so, a test generator only has to list the features or combinations of features that are to be tested. In other words, the term “test data generation” sometimes only refers to the process of coming up with concrete test criteria.

Unfortunately, some test criteria are harder to satisfy. If we want to satisfy code coverage criteria or exercise some other precisely defined aspect of program semantics, it may be far from obvious what program inputs satisfy a given criterion. This paper is concerned with this case: We are given a set of test adequacy criteria and the goal is to find test inputs that cause the criteria to be satisfied.

There are many existing paradigms for this type of automatic test data generation. Perhaps the most commonly encountered are random test data generation, symbolic (or path-oriented) test data generation, and dynamic test data generation. In the next three sections, we will describe each of these techniques in turn. The GADGET system we describe in this paper is a dynamic test generator. In our experiments, we use random data generation as a baseline for comparison.

2.2.1 Random Test Data Generation
Random test data generation simply consists of generating inputs at random until a useful input is found. The problem with this approach is clear: With complex programs or complex adequacy criteria, an adequate test input may have to satisfy very specific requirements. In such a case, the number of adequate inputs may be very small compared to the total number of inputs, so the probability of selecting an adequate input by chance can be low.

This intuition is confirmed by empirical results (including those reported in Section 5). For example, [16] found that random test generation was outperformed by other methods, even on small programs where the goal was to obtain statement coverage. More complex programs or more complex coverages are likely to present even greater problems for random test data generators. Nonetheless, random test data generation makes a good baseline for comparison because it is easy to implement and commonly reported in the literature.

2.2.2 Symbolic Test Data Generation
Many test data generation methods use symbolic execution to find inputs that satisfy a test requirement (e.g., [17], [18], [19]). Symbolic execution of a program consists of assigning symbolic values to variables in order to come up with an abstract, mathematical characterization of what the program does. Thus, ideally, test data generation can be reduced to a problem of solving an algebraic expression.

A number of problems are encountered in practice when symbolic execution is used. One such problem arises in indefinite loops, where the number of iterations depends on a nonconstant expression. To obtain a complete picture of what the program does, it may be necessary to characterize what happens if the loop is never entered, if it iterates once, if it iterates twice, and so on ad infinitum. In other words, the symbolic execution of the program may require an infinite amount of time.

Test data generation algorithms solve this problem in a straightforward way: The program is only executed symbolically for one control path at a time. Paths may be selected by the user, by an algorithm, or they may be generated by a search procedure. If one path fails to result in an expression that yields an adequate test input, another path is tried.

Loops are not the only programming constructs that cannot easily be evaluated symbolically; there are other obstacles to a practical test data generation algorithm based on symbolic execution. Problems can arise when data is referenced indirectly, as in the statement:

\[ a = b[c+d]/10 \]

Here, it is unknown which element of the array \( B \) is being referred to by \( B[c+d] \) because the variables \( c \) and \( d \) are not bound to specific values.

Pointer references also present a problem because of the potential for aliasing. Consider that the C code fragment:

\[
\begin{align*}
*\ a &= 12; \\
*\ b &= 13; \\
\ c &= *\ a;
\end{align*}
\]

results in \( c \) taking the value 12 unless the pointers \( a \) and \( b \) refer to the same location, in which case, \( c \) is assigned the value 13. Since \( a \) and \( b \) are not bound to numeric values during symbolic execution, the final value in \( c \) cannot be determined.

Technically, any computable function can be computed without the use of pointers or arrays, but it is not normal practice to avoid these constructs when writing a program. Thus, although array and pointer references are not a theoretical impediment to the use of symbolic execution, they complicate the problem of symbolically executing real programs.

2.2.3 Dynamic Test Data Generation
A third class of test data generation paradigms is dynamic test data generation, introduced in [1] and exemplified by the TESTGEN system of [2], [16], as well as the ADTEST system of [5]. This paradigm is based on the idea that if some desired test requirement is not satisfied, data collected during execution can be still used to determine which tests come closest to satisfying the requirement. With the help of this feedback, test inputs are incrementally modified until one of them satisfies the requirement.

For example, suppose that a hypothetical program contains the condition

\[
\text{if (pos >= 21) } ...
\]

on line 324 and that the goal is to ensure that the TRUE branch of this condition is taken. We must find an input that will cause the variable \( \text{pos} \) to have a value greater than or equal to 21 when line 324 is reached. A simple way to determine the value of \( \text{pos} \) on line 324 is to execute the program up to line 324 and then record the value of \( \text{pos} \).
Let $\text{pos}_{324}(x)$ denote the value of pos recorded on line 324 when the program is executed in the input $x$. Then, the function

$$
\mathcal{S}(x) = \begin{cases} 
21 - \text{pos}_{324}(x), & \text{if } \text{pos}_{324}(x) < 21; \\
0, & \text{otherwise}
\end{cases}
$$

is minimal when the TRUE branch is taken on line 324. Thus, the problem of test data generation is reduced to one of function minimization: To find the desired input, we must find a value of $x$ that minimizes $\mathcal{S}(x)$.

In a sense, the function $\mathcal{S}$ (which we will also call an objective function) tells the test generator how close it is to reaching its goal. If $x$ is a program input, then the test generator can evaluate $\mathcal{S}(x)$ to determine how close $x$ is to satisfying the test requirement currently being targeted. The idea is that the test generator can now modify $x$ and evaluate the objective function again in order to determine what modifications bring the input closer to meeting the requirement. The test generator makes a series of successive modifications to the test input using the objective function for guidance and, hopefully, this leads to test that satisfies the requirement (in fact, $\mathcal{S}$ can only be said to provide heuristic information, as will become apparent when we discuss the construction of $\mathcal{S}$ in Section 4.3).

In the TESTGEN system of [2], the minimization of $\mathcal{S}(x)$ begins by establishing an overall goal, which is simply the satisfaction of a certain test requirement. The program is executed on a seed input, and its behavior on this input is used as the basis of a search for a satisfactory input (that is, if the seed input is not satisfactory itself).

The subsequent action depends on whether the the execution reaches the section(s) of code where the test requirement is supposed to hold (for example, whether it reaches line 324 in the example above). If it does, then function minimization methods can be used to find a useful input value.

If the code is not reached, a subgoal is created to bring about the conditions necessary for function minimization to work. The subgoal consists of redirecting the flow of control so that the desired section of code will be reached. The algorithm finds a branch that is responsible (wholly or in part) for redirecting the flow of control away from the desired location and attempts to modify the seed input in a way that will force the control of execution in the desired direction.

The new subgoal can be treated in the same way as other test requirements. Thus, the search for an input satisfying a subgoal proceeds in the same way as the search for an input satisfying the overall goal. Likewise, more subgoals may be created to satisfy the first subgoal. This recursive creation of subgoals is called chaining in [2] and [4].

Korel's approach is advantageous when there is more than one path that reaches the desired location in the code. The test data generation algorithm is free to choose whichever path it wants (as long as it can force that path to be executed), and some paths may be better than others. For example, suppose we want to take the TRUE branch of the condition

\[
\text{if } (b > 10) \ldots
\]

but suppose that $b$ has a default value of 3. It may be that one execution path gives $b$ a new value, while a different path simply leaves the value of $b$ alone. As long as we only take the path that leaves $b$ with its default value, we will never be able to make the condition TRUE; no choice of inputs can make the default value of $b$ be anything other than 3. Therefore, the test generation algorithm must know how to select the execution path that assigns a new value to $b$. In the TESTGEN system, heuristics are used to select the path that seems most likely to have an impact on the target condition.

In the ADTEST system of [5], an entire path is specified in advance, and the goal of test data generation is to find an input that executes the desired path. Since it is known which branch must be taken for each condition on the path, all of these conditions can be combined in a single function whose minimization leads to an adequate test input. For example, if the desired path requires taking the TRUE branch of the condition

\[
\text{if } (b >= 10) \ldots
\]
on line 11 and taking the FALSE branch of the condition

\[
\text{if } (c >= 8)
\]
on line 13, then one can find an adequate test input by minimizing the function $\mathcal{S}_1(x) + \mathcal{S}_2(x)$, where

\[
\begin{align*}
\mathcal{S}_1(x) &= \begin{cases} 
10 - b_{11}, & \text{if } b_{11} < 10 \text{ on line 11;} \\
0, & \text{otherwise}
\end{cases} \\
\mathcal{S}_2(x) &= \begin{cases} 
c_{13} - 8, & \text{if } c_{13} > 8 \text{ on line 13;} \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\]

(Here, $c_{13}$ and $b_{11}$ are actually functions of the input value $x$.)

Unfortunately, this function cannot be evaluated until line 10 and line 13 are both reached. Therefore, the ADTEST system begins by trying to satisfy the first condition on the path, adding the second condition only after the first condition has been satisfied. As more conditions are reached, they are incorporated in the function that the algorithm seeks to minimize.

Another test generation system relevant to our work is the QUEST/Ada system of [20], [21]. This is a hybrid system combining random testing and dynamic testing for Ada code. Once the code is instrumented and ranges and types of input variables have been provided, the system creates test data using rule-based heuristics. For example, values of parameters are adjusted according to one such rule to increase or decrease by a fixed constant percentage. The test adequacy criterion chosen by Chang et al. is branch coverage. The system creates a coverage table for all branches and marks those that have been successfully covered. Table 1 provides an example of such a branch table. The table is consulted during analysis to determine which branches to target for testing. Partially covered branches are always chosen over completely noncovered branches.

Although QUEST/Ada does not use the dynamic test generation paradigm we have been describing, the coverage table of [21] is relevant to our research because it provides a strategy for dealing with the situation where a desired condition is not reached. Instead of picking a particular
condition, as TESTGEN does, or picking a particular path, like ADTEST, this strategy is opportunistic and seeks to cover whatever conditions it can reach. Although this is inefficient when one only wants to exercise a certain feature of the code under test, it can save quite a bit of unnecessary work if one wants to obtain complete coverage according to some criterion.

We developed the coverage-table strategy independently and use it in our test-generation system.

In [22], [23], [24], simulated annealing is used in conjunction with dynamic test generation in much the same way that we use genetic algorithms. These papers only report results for small programs, but they show how dynamic test generation can be applied numerous test generation problems other than the satisfaction of structural coverage criteria.

The GADGET test generation system, which we discuss in this paper, is a dynamic test generation system like TESTGEN and ADTEST, but it uses genetic search to perform optimization, instead of the gradient descent techniques used by TESTGEN and ADTEST; the advantages of this will be discussed in Section 3.1. In [25], we presented some preliminary results on the performance of an early prototype and, in [26], we examined the performance of the GADGET system using a number of different optimization techniques, including genetic search and simulated annealing.

### 2.3 Contributions of This Paper

The research described in this paper addresses two limitations commonly found in dynamic test-data generation systems. First, many systems make it difficult to generate tests for large programs because they only work on simplified programming languages. Second, many systems use gradient descent techniques to perform function minimization and, therefore, they can stall when they encounter local minima (this problem is described below in greater detail).

Limited program complexity is a drawback of the TESTGEN. It can only be used with programs written in a subset of the Pascal language. Aside from problems of practicality, the problem with such limitations is that they prevent one from studying how the complexity of a program affects the difficulty of generating test data. The unchallenging demands of simple programs can make simple schemes like random test generation appear to work better in comparison to other methods than they actually do.

Both TESTGEN and the QUEST/Ada system use gradient descent to minimize the objective function. This technique is limited by its inability to recognize local minima in the objective function (see Section 3.1). Our main goal is to overcome this limitation.

In this paper, we report on GADGET, a test generation system designed for programs written in C or C++. GADGET automatically generates test data for arbitrary C/C++ programs, with no limitations on the permissible language constructs and no requirement for hand-instrumentation. (However, GADGET does not generate meaningful character strings unless those strings represent numbers, and it does not generate meaningful values for compound data-types, even though such values can be regarded as inputs if they are read from an external file.)

We report test results for a program containing over 2,000 lines of source code, excluding comments. To our knowledge, this is the largest program for which results have been reported. (Although [5] reported that their system had been run on programs as large as 60,000 lines of source code, no results were presented.) The ability to generate tests for programs using all C/C++ constructs has the added benefit of allowing us to study the effects of program complexity on the difficulty of test data generation. Some experimental results were also presented in [26], but the current paper also presents a self-contained explanation of GADGET’s underlying test-generation paradigm.

The GADGET system uses genetic algorithms to perform the function minimization needed during dynamic test data generation. In this respect, it differs from the TESTGEN and ADTEST systems, which use gradient descent. The advantage of using genetic algorithms is that they are less susceptible to local minima, which can cause a test-generation algorithm to halt without finding an adequate input.

Genetic algorithms were used in a different way by [27]. That system judges test inputs according to how “interesting” they are, according to user-defined criteria for what is interesting. Thus, although that system is used for generating software tests, it is a test generator in a different sense than our system. It does not strive to satisfy specific test requirements and, thus, it does not need to use semantic information about the target program (in contrast, semantic information is crucial for the other test generation techniques we have discussed).

The most frequently cited advantage of genetic algorithms, when they are compared to gradient descent methods, is that genetic algorithms are less likely to stall in a local minimum—a portion of the input space where $\nabla f(x)$ appears to be minimal but is not. There is also a second advantage when several paths to the desired location are available. Unlike gradient descent methods, which must concentrate on a single path, the implicit parallelism of genetic algorithms allows them to examine many paths at once. This presents a partial solution to the path-selection problem described in Section 2.2.3.

Certain limitations are common to all dynamic test generation systems, including our own. Existing systems are limited to programs whose inputs are scalar types

### Table 1

A Sample Coverage Table after Chang

<table>
<thead>
<tr>
<th>Decision</th>
<th>Branch</th>
<th>TRUE</th>
<th>FALSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

This table is generated from a program flow chart. The table provides information regarding the covered branches and directs future test case generation. We adapt this approach for our generator as well.
(though the nature of dynamic test generation systems allows the use of arbitrary data-types within the program itself, which is a further advantage of dynamic test-data generation over the symbolic methods described in Section 2.2.2).

The main challenge posed by nonscalar program inputs is that, often, the data members must satisfy certain constraints for the input to make sense. For example, the characters in an array may be required to spell out the name of a file, an integer may represent the number of elements in a list stored elsewhere in the same object instantiation, etc. What these constraints actually are can vary a great deal from one application to the next and, so, it is difficult to automate universal support for them. (Of course, violating such constraints can make for interesting test cases, but, if many input values are nonsensical most or all of the time, it can lead to poor coverage.) In such cases, users must build auxiliary functions that accept scalar inputs from the test generator and that construct meaningful values for variables having complex data types.

Existing dynamic test generation techniques are also somewhat unintelligent in their handling of TRUE/FALSE-valued variables or enumerated types. Programs using such variables within conditional statements do not seem to have been used in past research. (The problem presented by such variables will be examined in Section 5.4.)

Dynamic test generation has the advantage of treating a program somewhat as a black box, which makes most programming constructs transparent to the algorithm. It is only necessary that we be able to extract the information needed for calculating the objective function and for determining whether the path of execution leads to the location where the objective function is evaluated. This gives dynamic test generation the flavor of a general-purpose test generation technique that can be applied automatically to a wide range of programs. The GADGET system advances this conception of test generation in two ways. First, it uses genetic search, which is a general-purpose optimization strategy and, unlike gradient descent, is not a general-purpose learning method based on evolution. GAs have been applied to a variety of problems and are an important tool in machine learning and function optimization. References [30] and [31]. In this paper, we apply two genetic algorithms to the problem of test data generation.

3 Genetic Algorithms for Test Data Generation

In dynamic test data generation, the problem of finding software tests is reduced to an optimization problem. Most existing techniques solve the optimization problem with gradient descent,1 but this is not a general-purpose approach because of certain assumptions it makes about the shape of the objective function, which we will discuss momentarily. This is the motivation for building the system we describe in this paper, which replaces gradient descent with a more general optimization method, namely, genetic search.

---

1. The exceptions are GADGET itself, for which preliminary results were published in [25], and the system described in [22], which was published after the original preparation of this paper.

3.1 Function Minimization

Recall that, in dynamic test generation, the target program is repeatedly executed on a series of test inputs. This is done to evaluate an objective function \( \mathcal{J} \), which heuristically tells the test generator how close each input has come to satisfying the test requirement that is currently targeted. This lets the test generator make successive modifications to the test input, bringing it ever closer to satisfying the requirement. This process is equivalent to conducting a minimization of the function \( \mathcal{J} \).

Thus, the ability to numerically minimize a function value is the key to dynamic test data generation. The standard minimization technique, used by [1], [2], [5], is gradient descent. It essentially works by making successive changes to a test input in such a way that each change decreases the value of the objective function. Insofar as the objective function tells us how close the input is to satisfying the selected test requirement, each modification brings the input closer to meeting that requirement.

The minimization method suggested in [16] is a form of gradient descent. Small changes in one input value are made initially to determine a good direction for making larger moves. When an appropriate direction is found, increasingly large steps are taken in that direction until no further improvement is obtained (in which case, the search begins anew with small input modifications), or until the input no longer reaches the desired location (in which case, the move is tried again with a smaller step size). When no further progress can be made, a different input value is modified, and the process terminates when no more progress can be made for any input value.

Reference [5] also uses gradient descent; specifically, the system described there uses a quasi-Newton technique (see [28]).

Gradient descent can fail if a local minimum is encountered. A local minimum occurs when none of the changes of input values that are being considered lead to a decrease in the function value and, yet, the value is not globally minimized. The problem arises because it is only possible to consider a limited number of input values (i.e., a small section of the search space) due to resource limitations. The input values that are considered may suggest that any change of values will cause the function’s value to increase, even when the current value is not truly minimal. This situation is illustrated in Fig. 1.

In other areas where optimization is used, the problem of local minima has led to the development of function minimization methods that do not blindly pursue the steepest gradient. Notable among these are simulated annealing [7], tabu search [8], [29], and genetic algorithms [6], [30], [31]). In this paper, we apply two genetic algorithms to the problem of test data generation.

3.2 Genetic Algorithms

A genetic algorithm (GA) is a randomized parallel search method based on evolution. GAs have been applied to a variety of problems and are an important tool in machine learning and function optimization. References [30] and [31] give thorough introductions to GAs and provide lists of possible application areas. The motivation behind genetic algorithms is to model the robustness and flexibility of natural selection.
In a classical GA, each of a problem’s parameters is represented as a binary string. Borrowing from biology, an encoded parameter can be thought of as a gene, where the parameter’s values are the gene’s alleles. The string produced by the concatenation of all the encoded parameters forms a genotype. Each genotype specifies an individual which is in turn a member of a population. The GA starts by creating an initial population of individuals, each represented by a randomly generated genotype. The fitness of individuals is evaluated in some problem-dependent way, and the GA tries to evolve highly fit individuals from the initial population. In our case, individuals are more fit if they seem closer to satisfying a test requirement; for example, if the goal is to make the value of the variable $pos$ greater than or equal to 21 on line 324, then an input that results in $pos$ having the value 20 on line 324 is considered more fit than an input that gives it the value -67.

The genetic search process is iterative: evaluating, selecting, and recombining strings in the population during each iteration (generation) until reaching some termination condition occurs. (In our case, a success leads to termination of the search, as does a protracted failure to make any forward progress. This is a relatively common arrangement.)

The basic algorithm, where $P(t)$ is the population of strings at generation $t$, is:

```
initialize $P(t)$
evaluate $P(t)$
while \( \text{termination condition not satisfied} \) do
    select $P(t+1)$ from $P(t)$
    recombine $P(t+1)$
    evaluate $P(t+1)$
    \( t = t + 1 \)
```

In the first step, evaluation, the fitness of each individual is determined. Evaluation of each string (individual) is based on a fitness function that is problem-dependent. Determining fitness corresponds to the environmental determination of survivability in natural selection, and, in our case, it is determined by the fitness function described in Section 2.2.3.

The next step, selection, is used to find two individuals that will be mated to contribute to the next generation. Selection of a string depends on its fitness relative to that of other strings in the population. Most often, the two individuals are selected at random, but each individual’s probability of being chosen is proportional to its fitness. This is known as roulette-wheel selection. Thus, selection is done on the basis of relative fitness. It probabilistically culls from the population individuals having relatively low fitness.

The third step is crossover (or recombination), which fills the role played by sexual reproduction in nature. One type of simple crossover is implemented by choosing a random point in a selected pair of strings (encoding a pair of solutions) and exchanging the substrings defined by that point, as shown in Fig. 2.

![Fig. 1. Illustration of a local minimum. An algorithm tries to find a value of $x$ that will decrease $f(x)$, but there are no such values in the immediate neighborhood of the current $x$. The algorithm may falsely conclude that it has found a global minimum of $f$.](image1.png)

![Fig. 2. Single-point crossover of the two parents A and B produces the two children C and D. Each child consists of parts from both parents leading to information exchange.](image2.png)
In addition to evaluation, selection, and recombination, genetic algorithms use mutation to guard against the permanent loss of gene combinations. Mutation simply results in the flipping of bits within a genome, but this flipping of bits only occurs infrequently.

The individuals in the population act as a primitive memory for the GA. Genetic operators manipulate the population, usually leading the GA away from unpromising areas of the search space and toward promising ones, without the GA having to explicitly remember its trail through the search space [32].

It is easiest to understand GAs in terms of function optimization. In such cases, the mapping from genotype (string) to phenotype (point in search space) is usually trivial. For example, in order to optimize the function \( f(x) = x \), individuals can be represented as binary numbers encoded in normal fashion. In this case, fitness values would be assigned by decoding the binary numbers. As crossover and mutation manipulate the strings in the population, thereby exploring the space, selection probabilistically filters out strings with low fitness, exploiting the areas defined by strings with high fitness. Since the search for individuals with higher fitness is not restricted to a localized region of the objective function, this search technique is not subject to the problems associated with local minima, which were described above.

### 3.2.1 Differential Genetic Search

A second genetic algorithm that we have also used for generating software tests is the differential GA described in [33]. Here, an initial population is constructed as above. Recombination is accomplished by iterating over the inputs in the population. For each such input \( I \), three mates, \( A \), \( B \), and \( C \), are selected at random. A new input \( P_i \) is created according to the following method, where we let \( P_i \) denote the value of the \( i \)th parameter in the input \( P \) and, likewise, for the other inputs: For each parameter value \( P_i \) in the input \( P \), we let \( P_i' = P_i \), with probability \( p \), where \( p \) is a parameter to the genetic algorithm. With probability \( 1 - p \), we let \( P_i' = A_i + \alpha(B_i - C_i) \), where \( \alpha \) is a second parameter of the GA. If \( P_i' \) results in a better objective function value than \( P_i \), then \( P_i' \) replaces \( P_i \); otherwise, \( P_i \) is kept. This procedure can be thought of as an operation on \( i \)-dimensional vectors. First, we generate a new vector by adding a weighted difference of \( B \) and \( C \) to \( A \). Then, we perform \( i \)-point crossover between \( A \) and the newly generated vector, obtaining our result. This is illustrated in Fig. 3. Here, the random selection has come out in such a way that the first, third, and fourth elements of \( A \), namely, \( A_1 \), \( A_3 \), and \( A_4 \), are copied directly to the result; perhaps \( p \) was about 2/3. But, the second element of the result has the value \( A_2 + 0.4(B_2 - C_2) \) and the fifth element has the value \( A_5 + 0.4(B_5 - C_5) \).

### 3.3 An Example of Genetic Search in Dynamic Test Data Generation

Our example of test generation by genetic search is based on the following simple program:

```c
main(int argc, char **argv)
{
    int a = atoi(argv[1]);
    if (a > 100)
        puts("hello world\n");
}
```

The program input is read in by the statement \( \text{int a} = \text{atoi}(\text{argv}[1]) \), which takes the first argument from the command line and assigns it to the variable \( a \). (Although the test generator only generates scalar input values, those values are represented as text when the program needs them in that format.) Suppose the test requirement is simply to exercise the \text{puts} statement on line 6, causing “hello world” to be printed.

The objective function will be based on the value of variable \( a \) at line 3 since this variable determines whether or not line 4 is reached. The source code is instrumented in a way that causes the value \( a - 100 \) to be sent to the test generator when line 3 is executed. This is the value of the objective function \( 3 \).

When the genetic algorithm is invoked, it begins by generating an initial population of test inputs; each input will be treated as one individual by the genetic algorithm. For this example, we assume four individuals are generated with the values 94, 91, 49, and \(-112 \), respectively.

The value returned during the four test executions is used to determine the fitness of each of the four inputs. A smaller number indicates that the test input is closer to satisfying the criterion, but, in genetic search, larger numbers have traditionally been associated with greater fitness and we will adopt that convention here. Therefore, the fitness of each input is obtained by taking the inverse of the heuristic value returned when the target program is executed. For the inputs \(-112 \), 49, 91, and 94, the instrumented program returns 222, 51, 9, and 6, respectively, to the execution manager. Therefore, the respective fitnesses of the four inputs are \( 1/222 \), \( 1/51 \), \( 1/9 \), and \( 1/6 \).

Once the fitness of each test input has been evaluated, the reproduction phase of the genetic algorithm begins. Two inputs are selected for reproduction according to their fitness. This is accomplished by normalizing the fitness values and using them as the respective probabilities of choosing each input as a parent during reproduction. The probabilities of selecting \(-112 \), 49, 91, and 94 are thus 0.015, 0.065, 0.368, and 0.552, respectively. With only four individuals, there is a significant probability of selecting the same individual twice, but many genetic algorithms have explicit mechanisms that prevent this. We will assume the algorithm in our example does so as well.
Suppose the two parents selected are 91 and 94—the two inputs with the largest probabilities. Reproduction is accomplished by representing each number in binary form, 01011011 and 01100000, respectively. A crossover point is selected at random (suppose it is 3), and crossover is performed by exchanging the first three bits of the two parents. The resulting offspring are 01000000 and 01111011, or 64 and 123.

Since reproduction continues until the number of offspring is the same as the original size of the population, two more inputs are selected as parents. Suppose they are -112 and 91 and the crossover point is 5. If the inputs are converted to bit-strings using 8-bit, two’s complement representation, then they are 10010000 and 01011011, respectively. Crossover produces the offspring 10010011 and 01011000 or -109 and 88.

In summary, the second generation consists of the individuals 64, 123, -109, and 88. When the program is executed on these inputs, it is found that one of them satisfies the test requirement, so the test generation process is complete (for that requirement). If none of the tests had met the requirement, the reproduction phase would have begun again using the four newly generated inputs as parents. The cycle would have been repeated until the test requirement was satisfied or until the GA halted due to insufficient progress.

(Not that we would have been in trouble if all four original test inputs had had zeros in the first two binary digits. Then, no combination of crossovers could have created a satisfactory test input and we would have had to wait for an unlikely mutation. This is part of the importance of diversity, mentioned in Section 5.1 when we discuss the adjustment of the GA’s parameters.)

### 3.4 Other Optimization Algorithms

Once the underlying framework for dynamic test data generation has been implemented, it is straightforward to add other optimization techniques. One such technique is simple gradient descent.

We implemented two gradient descent algorithms: Polak-Ribiere conjugate gradient descent [28] and a reference algorithm which is slow but makes no assumptions about the shape of the objective function.

Conjugate gradient descent is best suited for optimization problems with continuous parameters, and integer parameters lead to a myriad of small plateaus where the algorithm can stall. That is, the algorithm may make such small adjustments to an integer-valued parameter that there is no affect on the program’s behavior. (Continuous-valued parameters from the optimization algorithm were converted to integers where necessary by rounding). To solve this problem, we interpolate the objective function, but our technique seeks to execute the program as infrequently as possible and is somewhat crude in other respects. For the input values \( x_1, x_2, \cdots, x_n \) found by the gradient descent algorithm, we calculate the two values

\[
G_1 = \mathcal{G}(y_1, y_2, \cdots, y_n)
\]

and

\[
G_2 = \mathcal{G}(z_1, z_2, \cdots, z_n),
\]

where

\[
y_i = \begin{cases} x_i, & \text{if } x_i \text{ is a continuous parameter;} \\
rnd(x_i), & \text{if } x_i \text{ is an integer parameter}
\end{cases}
\]

and

\[
z_i = \begin{cases} x_i, & \text{if } x_i \text{ is a continuous parameter;} \\
rnd(x_i) + 1, & \text{if } x_i \text{ is an integer parameter and } x_i > \text{rnd}(x_i); \\
rnd(x_i) - 1, & \text{if } x_i \text{ is an integer parameter and } x_i < \text{rnd}(x_i),
\end{cases}
\]

where \( \text{rnd} \) denotes rounding to the nearest integer. (Our implementation rounds 0.5 down.)

The interpolated value is then

\[
G_i = \frac{d_E(y_1, y_2, \cdots, y_n; x_1, x_2, \cdots, x_n)}{d_E(z_1, z_2, \cdots, z_n; x_1, x_2, \cdots, x_n)} (G_1 - G_2),
\]

where \( d_E(y_1, y_2, \cdots, y_n; x_1, x_2, \cdots, x_n) \) denotes the Euclidean distance between the point \( y_1, y_2, \cdots, y_n \) and the point \( x_1, x_2, \cdots, x_n \).

Once a program input is found that satisfies the current test criterion, the gradient descent procedure is terminated. This can happen before the procedure believes that it has reached the true minimum, both because of the way we define the objective function and because of distortions caused by the interpolation technique.

Conjugate gradient descent is intended to be used when the objective function is roughly quadratic, and this may not be the case during test data generation. Furthermore, our interpolation technique might be poorly suited to the problem and lead to less than ideal results.

To evaluate the impact of potential problems, we also implemented a brute-force gradient descent algorithm for reference. The reference algorithm makes few assumptions about the form of the objective function, although it is slow.

This algorithm is quite simple. It begins with a seed input and measures the objective function for all inputs in the neighborhood of the seed. The neighboring input that results in the best objective function value becomes the new seed, and the process continues until a solution is found or until no further improvement in the objective function seems possible.

A number of techniques can be used to define a neighborhood function, which determines what the neighbors of the seed are. In our experiments, the neighborhood was formed by incrementing and decrementing each input parameter, so that an input containing 10 parameters (creating a 10-dimensional input space) has 20 neighbors. GADGET also allows the dimensionality of the input space to be adjusted by treating the input string as a series of bitfields, which are treated as integers when they are incremented or decremented during gradient descent.

The algorithm permits random selection of the step size, which determines how much an input value is incremented or decremented. For most of our experiments, the step sizes were chosen according to a Gaussian distribution whose mean was a user-supplied parameter and whose standard deviation was half of the mean.

To help prevent the algorithm from stepping over a solution, the mean step size is halved when all neighbors
have a higher objective-function value than the seed. In this way, the algorithm implements a technique, also used by conjugate gradient descent, of bracketing a minimum in the objective function and then conducting an increasingly refined search for the minimum within the bracket.

4 THE GENETIC ALGORITHM DATA GENERATION TOOL (GADGET)

In this section, we describe our approach to test data generation by genetic search. Recall from Section 2.2.3 that our approach is based on the conversion of the test-data generation problem to a function minimization problem, which allows a genetic algorithm to be applied. In the previous section, we described the genetic algorithm itself, and we now describe its application to the problem of automatic test data generation. We begin with an overview of the algorithm, and then we discuss a number of issues in greater detail, including the implementation of the fitness function and the technique for ensuring that the GA can reach the location where the fitness function is evaluated.

4.1 Overview of the Test Data Generation Algorithm

The goal for the GAs is to find a set of tests that satisfy condition-decision coverage (see Section 2.1). This leads to two test requirements for every condition in the code, namely, that the condition be true for at least one input and false for at least one input. Condition-decision coverage also requires that each branch of each decision be taken at least once, but this requirement is satisfied by any test set that meets the requirements above.

Before starting the GA, we execute the program on a seed input. Such a seed input typically satisfies many of the test requirements (see Section 5.2 for a discussion of this). The initial program execution is used to initialize the coverage table. After this, the coverage table is used to select a series of test requirements in turn. For each test requirement, the GA is initialized and attempts to satisfy the given requirement. Due to the limitation on the number of iterations (the GA must make some progress every n iterations for some n), the GA is guaranteed to halt, either because a solution has been found or because the GA has given up.

Whenever the GA generates an input that satisfies a new test requirement, whether or not that test requirement is the one the GA is currently working on, the new test input is recorded for future use (see below), and the coverage table is updated. We also record how many times the target program was executed before the new input was found.

The test generation system continues to iterate over the test requirements until no further progress can be made. This happens when one attempt has been made to satisfy every reachable requirement. (A requirement is considered unreachable if no test input executes the code location where the requirement is evaluated. In other words, the test requirement refers to a condition that the GA cannot reach. The coverage table can be used to determine when there are no more reachable requirements, see Section 4.2.)

The performance of each test generator is measured as the percentage of test requirements it has satisfied. To determine this percentage, the inputs that are found by the test generator are evaluated by a commercial coverage analysis tool (DeepCover), together with the original seed input. This lets us plot the percentage of requirements satisfied as a function of the number of times the target program has been executed.

The two details that must be addressed are the same as those described in Section 2.2.3: We must find a way to reach the code location where we want our test requirement to be satisfied, and we must convert that requirement into a function that can be minimized.

4.2 Reaching the Target Condition

Recall that, in dynamic test generation, function minimization cannot be performed unless the flow of control reaches a certain point in the code. For example, if we are seeking an input that exercises the TRUE branch of a condition in line 954 of a program, we need inputs that reach line 954 before we can begin to do function minimization.

Our approach is slightly different from that of [2] and [5], which concentrate on finding a specific path to the desired location. Our goal is (among other things) to cover all branches in a program. This means we can simply delay our attempts to satisfy a certain condition until we have found tests that reach that condition.

This leads to a test generation approach similar to the one employed by [21]. A table is generated to keep track of the conditional branches already covered by existing test cases. If neither branch of a condition has been taken, then that decision has not been reached, so we are not ready to apply function minimization to that condition. If both branches have been taken, then coverage is satisfied for that condition and we need not examine it further. However, if only one branch of a condition has been exercised, then the condition has been reached, and it is appropriate to apply function minimization in search of an input that will exercise the other branch.

4.3 Calculation of Fitness Functions.

Recall from Section 2.2.3 that dynamic test generation involves reducing the test generation problem to one of minimizing a fitness function Ω. The first step is to define Ω. Like other dynamic test generation techniques, ours begins by instrumenting the code under test. The purpose of this instrumentation is to allow us to calculate the fitness function by executing the instrumented code.

At each condition in the code, our system adds instrumentation to report Ω(x) when execution reaches that condition. Table 2 shows how Ω(x) is calculated for some typical relational operators when we are seeking to take the TRUE branch of a condition (the functions for the FALSE branch are analogous).

If the program’s execution fails to reach the desired location (it terminates or times out without having executed the statement), then the fitness function takes its worst possible value.

Since our system seeks to generate condition-decision adequate test sets, conjunctions and disjunctions can be handled by exploiting C/C++ short circuit evaluation. For example, the second clause of the condition

\[
\text{if } ((c > d) \&\& (c < f)) \ldots
\]
is not reached unless the first clause evaluates to TRUE, so the requirement that states the first and second clause must both be TRUE is replaced by a requirement stating that the second clause must be reached and must evaluate to TRUE. If both clauses are reached and both clauses take on both the value TRUE and the value FALSE (as required by condition-decision coverage), then both branches of the conditional branch will necessarily have been taken.

4.4 Execution Control

In the GADGET system, an execution controller is in charge of running the instrumented code, coordinating GA searches, and collecting coverage results to find new test cases. It begins by executing all preliminary test cases. (These preliminary cases can be supplied by the user or generated randomly by the execution controller.) After running all initial test cases, the execution controller uses the coverage table to find a condition that can be reached, but has not been covered yet (that is, no input has made the condition TRUE or else no input has made it FALSE). The genetic algorithm is invoked to make this condition take on the value that was not already observed. The GA is seeded with test cases that can successfully reach the condition (though they did not give the condition the desired value, or else the condition would already have been covered). If additional inputs are needed to get the required population size, they are generated randomly.

When the GA terminates, either because it found a successful test case or because it stopped making progress, the execution controller uses the coverage table to find a new condition that has not been covered completely. The GA is called again with the task of finding an input that covers this condition. This process continues until all conditions that have had only one value (either TRUE or FALSE) have been subjected to GA search. The execution controller keeps track of all GA-generated test inputs that cover new program code, regardless of whether or not they satisfy the test requirement that the GA is currently working on. (In other words, GADGET takes advantage of all serendipitous coverages.) These test cases are stored for later use.

4.5 Computational Costs

Since dynamic test generation is a heuristic process, we cannot give a universal characterization of its computational cost. To be specific, the optimization algorithm makes iterative improvements to a test input while trying to make that input satisfy the chosen requirements, and we cannot predict exactly how many iterations there will be. However, there are a number of factors that influence the computational cost of each iteration. The most significant cost is that of executing the target program; recall that this program has to be executed in order to evaluate the objective function. Each new generation created by the genetic algorithm contains a number of new test inputs, and the objective function has to be evaluated for each one. Thus, the cost of dynamic test generation depends intimately on the cost of executing the target program. In addition, larger programs typically have more conditional statements, so if we try to obtain complete coverage of a program, as we did in the experiments described in Section 5, the number of different optimizations the GA has to perform depends on the program size as well.

The second factor that determines the efficiency of test generation is the optimization algorithm itself. For example, the genetic algorithm’s ability to escape local minima comes at the cost of additional resource expenditures, compared to gradient descent. In other words, the genetic algorithm makes more iterations than gradient descent would make, and it executes the target program more often.

The experiments we report on in Sections 5.3 and 5.4 required anywhere from 30 minutes to several hours on a Sun Sparc-10 workstation, though the simple programs in Section 5.2 were less expensive. Based on results reported in [4] and elsewhere, this genetic search may be considerably more expensive than gradient descent would be (but see below). Ultimately, such expense would be justified by the difficulty of generating test data by hand, which makes any automated technique desirable, especially for programs with a complex structure.

It is interesting to note that computational overhead seems to play a considerable role in the time needed to perform dynamic test generation. When running the target program on a given test input, the test generator has to invoke the program (using the Unix vfork and exec system calls in the case of GADGET) and wait for the results (GADGET uses wait.) For all of our programs, even the largest, computation time was significantly affected by the expense of the Unix vfork/exec/wait calls needed to execute the target program. We empirically estimated that our operating system is capable of about 3,200 vfork/exec/wait operations per minute. In contrast, [4] reports being able to perform 200,000 to 700,000 tests in five minutes (using random test data generation). Further computational overhead comes from the fact that GADGET is written in object-oriented C++ and was not optimized for these experiments. This (together with the timing results of [4]) suggests that it is possible to obtain much more efficient operation.
Apparently, platform-dependent computational overhead greatly affects the performance of test-generation algorithms. Therefore, it seems that the number of executions of the target program is a better measure of a test-generator’s resource requirements than wall-clock or system time. Reference [4] does not report on the number of executions used by their nonrandom techniques and, although it appears that their gradient descent technique was much cheaper than our genetic search, their reduced overhead costs call this conclusion into question, at least if computational expense is measured in terms of the number of executions of the target program.

In the next section, we do, indeed, measure the expense of test generation by the number of target-program executions. For reasons discussed above, this seems to be the most logical measure of efficiency for a dynamic test generator: It abstracts away the cost of actually running the target program itself, as well as the overhead of calling the target program and communicating with it.

4.6 Tuning the GA
When a test is performed using one of the two genetic algorithms described in Section 3.2, the GA is first tuned by adjusting the number of individuals in the population and the number of iterations that must elapse with no progress before the GA gives up. In the standard GA, mutation is controlled by adjusting the probability that any single bit will be flipped during reproduction. The goal of this fine-tuning was to maximize the percentage of conditions covered while keeping the execution time low. A second goal was to ensure that the differential and standard GAs executed the target program about the same number of times in order to get a reasonable comparison between the two techniques.

Such tuning adjustments control the breadth and the thoroughness of the GA’s search. If there are more individuals, then there are more distinct inputs that can be created by the crossover operation; in a sense, more genetic diversity is available. On the other hand, if we make the GA continue for more iterations before giving up, then it is less likely to give up simply because progress is slow. In some cases, the GA is visibly on the path to a successful input, but it gives up because an unlucky series of crossovers fails to improve the fitness of the population. The likelihood of this is reduced if more iterations are permitted.

Unfortunately, both of these improvements have a cost. Allowing more iterations means the GA will waste more time trying to cover conditions that it cannot cover. Adding more individuals means that the target program is executed more often during each iteration because a target-program execution is required every time we evaluate the fitness of an individual.

5 Experimental Results
In this section, we report on four sets of test data generation experiments. The first set of experiments involves programs that calculate simple numeric functions. The second experiment investigates how the GAs and random test generation perform on increasingly complex synthetic programs. Finally, we present results obtained by analyzing a real-world autopilot control program called b737.

5.1 Design of the Experiments
In setting up our experiments, we began by selecting a program on which to try out the test generation system; we refer to such a program as a target program. By means of source-code instrumentation, the target program is configured to run in tandem with an external execution manager, which monitors the program’s behavior. The target program is instrumented by augmenting each condition with additional code. This code reports the objective-function value for each condition to the execution manager. (The objective functions are calculated as described in Section 4.3. The program that performs this instrumentation also collects the information needed to construct the coverage table described in Section 4.2.

Several parameters of the GA were the same throughout all of our experiments. For the differential GA, the parameter $p$ (see the end of Section 3.2) was always 0.6. The parameter $\alpha$ was always 0.5. The probability of mutation, number of individuals, and number of iterations permitted without progress were different for different test programs. We report the results for each of the programs we tested and give the actual values we used below. (See Section 4.6 for a discussion of how these parameters affect the performance of the GA.)

An additional parameter of the test generator is the random number seed used to create pseudorandom numbers by means of a linear congruential generator (c.f., [34]). The following describes the utilization of pseudorandom numbers and, hence, the impact of the choice of a random number seed in each of the three test generators.

- **Random test generation.** All inputs are generated pseudorandomly. In all of our experiments, the parameters were numeric, and inputs were generated by selecting a value for each parameter uniformly at random from the range specified in a program-specific configuration file.
- **Gradient descent.** The initial inputs are randomly generated using the same technique as the random test data generator. Since our implementation supports it readily, we randomly select two starting points and perform the two descents in tandem with one another. The step size has a pseudorandom element as well, as outlined earlier at the end of Section 3.4.
- **Standard genetic search.** The seed inputs are created pseudorandomly, as are new population members when these are needed. Each input is represented as a string of bits, and inputs are generated by setting each bit to 1 with probability 0.5. Crossover points are selected uniformly at random from the potential crossover points in the bit-string, and the decision of whether or not to mutate a bit is based on a randomly generated number as well.
- **Differential genetic search.** Pseudorandom numbers are used to create the seed input and to create new population members as above and, in addition, the random number generator drives the random choices used in reproduction (see Section 3.2).
We executed the test generation system described in Section 4 using each of the genetic algorithms described in Section 3.2. A single run of the test generation system involves the following steps:

1. Selection of a target program for which tests will be generated.
2. Specification of a test adequacy criterion. In these experiments, the test adequacy criterion is always condition-decision coverage.
3. Enumeration of the test requirements that the adequacy criterion induces on the target program.
4. An attempt by the test generator to satisfy all of the test requirements for the program.

We performed several complete test-generation runs with each test generation system and for each of the several test programs. (That is, each test generation system made several attempts to satisfy the test requirements associated with each program.) The exact number of runs varies between test programs, and it is given below when we describe our results for each of the programs. During each run of the test generation system, the system saves the original seed input, and it also saves any test input that satisfied a requirement not already satisfied by an earlier input.

After each run of the test generator, information collected during the run is used to assess the test generator’s performance. Performance is measured in terms of the percentage of test requirements that were satisfied. To do this, the seed input is fed to a commercial coverage analysis tool (DeepCover), along with the inputs that were saved by the test generator because they satisfied new coverage requirements. This tells us how many requirements were satisfied by these inputs.

Each time the test generator saves a test input, it records how many times the target program was executed before that input was found. This lets us observe the test generator’s performance as a function of the number of target-program executions, which is what we do in most of our experiments.

In addition to running the two GA-based test generators, we also apply the random test generator to each target program. We run the random test generator as many times as the two other algorithms. For each run of the random test generator, we execute the program on randomly generated input values and record the inputs that satisfy new requirements as above. The number of such executions is equal to the largest number of times the program was executed by any of the GAs. We plot the performance of the random test generator in the same way as the performance of the GAs.

5.1.1 Input Representation in the GAs
Input representation in the GAs. In the standard GA, test inputs are represented as a contiguous string of bits, and crossover is accomplished by selecting a random position within the bit-string. (In our experiments, the binary representation was obtained by using the machine encoding for floating-point parameters and Gray-coding others.) Representing the input as a series of bits does not work for the differential GA (see Section 3.2) because its method of reproduction is not well-suited to variables with only two values. Therefore, the differential GA sees each input as a series of variables corresponding to the input parameters of the target program. The description of the input parameters (ranges, types, etc.) is provided to the test generation system by the user and that description is used both by the standard GA and the differential GA when test inputs are formatted for use by the target program.

5.2 Simple Programs
We began our experiments on a set of simple functions much like those reported in the literature [35], [21], [4]. The programs analyzed are as follows:

- binary search,
- bubble sort,
- number of days between two dates,
- euclidean greatest common denominator,
- insertion sort,
- computing the median,
- quadratic formula,
- warshall’s algorithm, and
- triangle classification.

These programs are roughly of the same complexity, averaging 30 lines of code and all having relatively simple decisions.

When we tested GADGET on these programs, we used 30 individuals for the differential GA and allowed 10 generations to elapse before allowing the GA to give up. For the standard GA, we used 100 individuals, allowed 15 generations to elapse before the GA gave up, and made the probability of mutation 0.001.

For these programs, random test data generation never outperforms genetic search, though sometimes both approaches have the same effectiveness. These results resemble those reported in [21] and [4]; in those papers, random test generation also performed nearly as well as more sophisticated techniques on simple programs.

Random test case generation has the upper hand in these experiments because it involves significantly less computation. However, in every case, one of the GAs performs the best overall. Table 3 shows the results. The numbers reported in the table represent the highest percentage of test requirements satisfied by any single run of the test generator among a series of five such runs.

It is useful to analyze a sample program to understand what the GAs are doing. The code for Triangle classification is shown below. (The comments on the right margin will be used later to show which inputs satisfied which conditions.) Note that many decisions only contain a single condition.

```c
#include <stdio.h>

int triang (int i, int j, int k) {
  // returns one of the following:
  // 1 if triangle is scalene
  // 2 if triangle is isosceles
  // 3 if triangle is equilateral
  // 4 if not a triangle

  if ( (i <= 0) || (j <= 0) || (k <= 0) ) return 4;
  // acd
```

```c
int triang (int i, int j, int k) {
  // returns one of the following:
  // 1 if triangle is scalene
  // 2 if triangle is isosceles
  // 3 if triangle is equilateral
  // 4 if not a triangle

  if ( (i <= 0) || (j <= 0) || (k <= 0) ) return 4;
  // acd
```

```c
int triang (int i, int j, int k) {
  // returns one of the following:
  // 1 if triangle is scalene
  // 2 if triangle is isosceles
  // 3 if triangle is equilateral
  // 4 if not a triangle

  if ( (i <= 0) || (j <= 0) || (k <= 0) ) return 4;
  // acd
```
```c
int tri = 0;

if (i == j) tri += 1; // g
if (i == k) tri += 2; // h
if (j == k) tri += 3; // i
if (tri == 0) { // bef
    if((i+j<=k)||(j+k<=i)||(i+k<=j))
        tri = 4; // be
    else tri = 1; // f
    return tri;
}
if (tri > 3) tri = 3;
else if ( (tri == 1) && (i+j > k) ) tri = 2;
else if ( (tri == 2) && (i+k > j) ) tri = 2; // h
else if ( (tri == 3) (j+k > i) ) tri = 2;
else tri = 4;
return tri;
}

void main() {
    printf("enter 3 integers for sides of
    
    int a,b,c;
    scanf("%d %d %d", &a, &b, &c);
    int t = triang(a,b,c);
    if (t == 1) printf("triangle is
        scalene\n"); // f
    else if (t == 2) printf("triangle is
        isosceles\n"); // h
    else if (t == 3) printf("triangle is
        equilateral\n");
    else if (t == 4) printf("this is not a
        triangle\n"); // abcdegi
}
```

The standard GA exhibits the best performance overall, but not by a significant amount. These data represent the highest percentage coverage obtained by each method during a series of five attempts to obtain complete coverage of the program.

5.2.1 Coverage Plots for Test Generation Problems

In Fig. 4, the number of test requirements satisfied by each test generation system is plotted against the number of executions of the target program. Here, as well as in our later results, the standard GA and differential GA did not execute the program the same number of times. (In general, the standard GA tended to satisfy individual test requirements more quickly.) The random test generator was run last, and the number of program executions allotted to it was the maximum number of program executions needed by either of the other two systems. This creates favorable conditions for the random test generator and helps us determine when the use of a more complex test generation system is actually justified.

The plot in Fig. 4 shows features that appear throughout our test generation experiments. First, there is a large, immediate jump in the percentage of test requirements

![Fig. 4. A coverage plot comparing the performance of the two GAs, gradient descent, and random test generation on the triangle program.](image_url)

---

**TABLE 3**

A Comparison of Four Test Data Generation Approaches on Simple Programs

<table>
<thead>
<tr>
<th>Program</th>
<th>random</th>
<th>GD</th>
<th>GA</th>
<th>differential-GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary search</td>
<td>80</td>
<td>100</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>Bubble sort 1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Bubble sort 2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Number of days between two dates</td>
<td>87.5</td>
<td>90</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Euclidean greatest common denominator</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Insertion sort</td>
<td>100</td>
<td>100</td>
<td>92.9</td>
<td>100</td>
</tr>
<tr>
<td>Computing the median</td>
<td>100</td>
<td>90</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Quadratic formula</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Marshall's algorithm</td>
<td>91.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Triangle classification</td>
<td>48.6</td>
<td>91.7</td>
<td>94.29</td>
<td>84.3</td>
</tr>
</tbody>
</table>

The graph shows how performance (in terms of the percentage of the 20 test requirements that have been satisfied) improves as a function of the number times the program is executed. Random test generation hits its peak early, but fails to improve after that. The differential GA has a better performance and executes for a longer amount of time, but the standard GA has the best performance overall, covering about 93 percent of the code on average in about 8,000 target-program executions. Gradient descent performs nearly as well as the standard GA. The curve for each system represents the pointwise mean performance of that system taken over five attempts by that system to achieve complete condition-decision coverage of the program.
satisfied, so that the interesting part of the vertical axis does not start at zero but somewhere closer to 50 percent. Second, the percentage of requirements satisfied by the GAs seems to make discontinuous jumps.

The initial jump in coverage is there because the first test input satisfies many conditions. When the program executes the first time, it has to take either the TRUE branch or the FALSE branch on any condition it encounters and, each time a new condition is found to be true or false, the percentage of test requirements satisfied goes up. For example, if a program has no nested decisions and if each decision has exactly one condition, then the first program execution is forced to take either the TRUE branch or the FALSE branch of every condition in the program. For such a program, we would always achieve 50 percent coverage using only the first test.

Many of the discontinuities that appear in Fig. 4 are there for similar reasons. When an input causes the program to take a branch that had not been taken before, it may lead to the execution of other conditional statements that were not executed previously. Once again, each condition must either be TRUE or FALSE, and this leads to an instantaneous increase in the number of conditions satisfied. (Apparent discontinuities can also occur when there are few conditions in the program because then the granularity of the vertical axis is low. However, this is not the cause of the salient jumps in the coverage plots we present here. Readers may visually judge the granularity of the plots by looking at small features, such as the shallow increments that occur in the plot for the standard GA at 43 percent and 78 percent on the vertical axis.)

A further cause of discontinuities is serendipitous coverage. The GAs often satisfied one test requirement by coincidence when they were trying to satisfy a different requirement. In fact, the shorter execution time of the standard GA results largely from this phenomenon; less exertion was required of the GA because so many requirements were met serendipitously. We find this to be a recurring phenomenon in our experiments and have more to say about it in Section 5.5.4.

5.2.2 The GAs' Choices of Test Inputs
A sample of results obtained by the GA test data generation algorithm is shown in Table 4. These data can be mapped to the source code shown above by using the letters shown in the comments.

<table>
<thead>
<tr>
<th>Execution of target program</th>
<th>Key</th>
<th>Integer1</th>
<th>Integer2</th>
<th>Integer3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>a</td>
<td>1680408885</td>
<td>1961702355</td>
<td>-1490056820</td>
</tr>
<tr>
<td>3</td>
<td>b</td>
<td>1293470477</td>
<td>1989197634</td>
<td>465181194</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>-120192928</td>
<td>1041962067</td>
<td>280365949</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>841354299</td>
<td>-1802686561</td>
<td>-209752592</td>
</tr>
<tr>
<td>20</td>
<td>e</td>
<td>1056804119</td>
<td>660913846</td>
<td>1617709752</td>
</tr>
<tr>
<td>117</td>
<td>f</td>
<td>719320455</td>
<td>507534636</td>
<td>574028437</td>
</tr>
<tr>
<td>5311</td>
<td>g</td>
<td>743820356</td>
<td>743820356</td>
<td>1826109949</td>
</tr>
<tr>
<td>10751</td>
<td>h</td>
<td>999699718</td>
<td>584551117</td>
<td>999699718</td>
</tr>
<tr>
<td>16800</td>
<td>i</td>
<td>799340978</td>
<td>1321708382</td>
<td>1321708382</td>
</tr>
</tbody>
</table>

These data can be mapped to conditional expressions in the code shown above using the Key field.

The tests in Table 4 are probably not like those that a human tester would choose, much less those that would occur in a hypothetical world where this program was used by the general public. Of course, the ability to create bizarre tests can sometimes be an advantage. Coverage criteria are often used to exercise obscure and infrequently utilized features of a program, which testers might otherwise overlook. However, it might be desirable to concentrate on inputs that are more realistic. This leads to an interesting digression on dynamic test generation techniques: Unlike the static methods described in Section 2.2.2, dynamic test generation allows certain inputs to be preferred over others by means of biases in the objective function. For example, bizarre or uncommon input combinations could be penalized by raising the value of the objective function for those inputs. One could even construct an operational profile (c.f., [36]), allowing each input to be weighted according to its probability of occurring on the field. Similar biases are used in [22] to create a preference for test inputs close to boundary values.

5.2.3 Performance of Gradient Descent
In view of the above discussion, it is perhaps unsurprising that the performance of gradient descent was generally somewhere between that of the genetic algorithms and that of random test generation. In many cases, gradient descent failed because of flat spots in the objective function where there is no information to guide the algorithm’s search. This was the case with the binary search program, for example.

However, gradient descent appears to encounter a local minimum in the triangle program. This can be observed in the behavior of the reference algorithm for gradient descent, which empirically estimates the gradient at each step of the optimization process. In the triangle program, the reference algorithm reaches a point where all adjacent points (as defined by the neighborhood function) lead to a worsening of the objective-function value. This leads to a reduction of the mean step size (as described in Section 3.4), but the same phenomenon is encountered again, and this process is repeated until the algorithm gives up. The optimization process is empirical rather than analytic, so this does not prove the existence of a local minimum, but it provides strong evidence. (Of course, this might be prevented by a clever neighborhood function, but finding a neighborhood function that is guaranteed to eliminate local minima is a nontrivial matter.)
The test criterion whose objective function contained the local minimum was satisfied by the standard GA, albeit serendipitously.

### 5.2.4 Performance of the Random Test Generator

Our results for random test case generation resemble those reported elsewhere for cases where the code being analyzed was relatively simple. For the simple programs in Table 3, the different test generation techniques have roughly the same performance most of the time. In [21], random test data generation was reported to cover 93.4 percent of the conditions on average. Although its worst performance—on a program containing 11 decision points—was 45.5 percent, it outperformed most of the other test generation schemes that were tried. Only symbolic execution had better performance for these programs. Reference [4] reports on 11 programs averaging just over 100 lines of code. Overall, random test data generation was fairly successful, achieving 100 percent statement coverage for five programs and averaging 76 percent coverage on the other six.

It is also interesting to compare our results with those obtained by [16] for three slightly larger programs. Again, simple branch coverage was the goal. Random test generation achieved 67 percent, 68 percent, and 79 percent coverage, respectively, on the three programs analyzed. Symbolic test generation achieved 63 percent, 60 percent, and 90 percent coverage, while dynamic test generation achieved 100 percent, 99 percent, and 100 percent coverage.

These results suggest a common trend: Random test generation has at least an adequate performance on such programs, but, for larger programs or more demanding coverage criteria, its performance deteriorates. The programs used in [16] were larger than those used in [21] and random test generation had poorer performance on the larger programs.

The results reported in this section also use small programs, though our test-adequacy criterion is more stringent. In some cases (like the triangle program), random test generation is far less adequate, even though, in our experiments, resource limitations were not a telling factor: The final 90 percent of the randomly generated tests failed to satisfy any new test requirements. In our subsequent experiments on larger programs, we find this to be a continuing trend: Program size and program complexity decreased the percentage of test requirements that could be satisfied using random test generation.

In our experiments, the percentage of test requirements satisfied by random test generation actually goes down when the programs become more complex. This suggests that something about large programs, other than the sheer number of conditions that must be covered, makes it difficult to generate test data for them. This is also suggested in our later experiments.

### 5.3 The Role of Complexity

In our second set of experiments, we created synthetic programs with conditions and decisions whose characteristics we controlled. The two characteristics we were interested in controlling were: 1) how deeply conditional clauses were nested (we call this the nesting complexity) and 2) the number of Boolean conditions in each decision (which we call the condition complexity). For example, a program with no nested conditional clauses (nesting complexity = 0) would look like the beginning part of the triangle program, in that if statements are not nested inside other if statements. The nature of the conditional expressions in each conditional clause is controlled by the second parameter (the condition complexity). The decision \((\text{if } i < 0 \text{ or } j < 0 \text{ or } k < 0)\) from the triangle program ranks as a 3 on this scale because it contains three conditions. In this section, we will use these two parameters to characterize the complexity of our synthetic programs. We will use the expression \(\text{compl}(x, y)\) as shorthand for “nesting complexity \(x\) and condition complexity \(y\).” In our experiments, programs were generated with all complexities \(\text{compl}(\text{nest}, \text{cond}), \text{nest} \in \{0, 3, 5\}, \text{cond} \in \{1, 2, 3\}\). In this section, we present the results for \(\text{compl}(0, 1)\), \(\text{compl}(1, 3)\), and \(\text{compl}(3, 5)\), which illustrate the widening gap between the performance levels of the three test generators as program complexity grows. The results for the other six programs are given in the appendix.

Note that, in some cases, changing the nesting complexity has the same effect as changing the condition complexity. Changing \(\text{if } (\text{cond1} \& \& \text{cond2})\) to \(\text{if } \text{cond1} \text{ if } \text{cond2}\) does not change the semantics of a program in C or C++, but it does change the nesting and condition complexities. However, in our synthetic programs, there is always additional code between two nested conditions. Thus, a higher nesting complexity implies a more complicated relationship between the input parameters and the variables that appear in deeply nested conditions. On the other hand, a high condition complexity implies that many conditions are evaluated in the same program location, meaning that the test generator has to find a single set of variable values that satisfies many simple conditions at the same time.

In these tests, the differential GA had a population size of 30 and abandoned a search if no progress was made in 10 generations. The standard GA also gave up after 10 generations made no progress, but the population size was adjusted until the standard GA executed the target program about the same number of times as the differential GA. This resulted in a population size of 270 for \(\text{compl}(0, 1)\), 320 for \(\text{compl}(3, 2)\), and 340 for \(\text{compl}(5, 3)\). The large population sizes make up for the standard GA’s tendency to give up early; this is discussed in Section 5.3.1.

The mutation probability for the standard GA was 0.001.

Figs. 5, 6, and 7 show the mean performance over six runs of each test generation technique. (Note that the percentage of test requirements satisfied, the shown vertical axis, has different ranges in different plots. We have focused on the interesting portion of each plot.)

For the simplest program, random test generation and the GAs quickly achieve high coverage. All three methods make most or all progress during the very early stages of test generation. In these early stages, the GAs have essentially random behavior because evolution has not begun yet. The standard GA sometimes satisfied additional requirements closer to the end of the process. The results are shown in Fig. 5, whose horizontal scale is logarithmic to show both of the features just mentioned.
Fig. 6 shows results for a program of intermediate complexity. Random test generation does not do as well as before. When we examined the details of each execution, we found that the standard GA performed well because it often managed to satisfy new criteria serendipitously—that is, it often found an input satisfying one criterion while it was searching for an input that satisfied another. It is likely that the differential GA performs a more focused search than the standard GA, and our examination of the detailed results showed that it failed to find as many inputs by coincidence.

Finally, Fig. 7 shows the results for a program with compl(5,3). Here, all test generation methods are less effective than before, and there is more to distinguish among the different techniques.

In most cases, the standard GA performed better than the differential GA.

The results for conjugate gradient descent and the reference algorithm are shown in Table 5. We do not show the results for gradient descent in the coverage plots because the disparity in the horizontal scale makes them hard to see; conjugate conjugate gradient descent is considerably faster than the other techniques, while the reference algorithm is somewhat slow (in any case, we expect faster performance by conjugate gradient descent a priori, so a comparison of performance over time is not as informative as it is with the two GAs). However, the table shows the total condition-decision coverage obtained by gradient descent for each of the three programs, compl(0,1), compl(3,2), and compl(5,3). For compl(0,1), the gradient descent algorithms perform comparably to the other techniques. For compl(3,2), the performance of gradient descent is somewhere between that of the standard GA and that of the differential GA. For compl(5,3), both GAs outperformed gradient descent.

Like the other optimization algorithms, gradient descent encountered problems because of flat regions in the objective function. This was the most frequent cause of failures to satisfy a test criterion. However, the reference algorithm apparently encountered one local minimum in the compl(0,1) program, one in the compl(3,2) program, and two in the compl(5,3) program. (We concluded this on the basis of the same type of empirical evidence as in Section 5.2.)

For the the programs with compl(5,3) or compl(3,2), the GAs also failed to satisfy the test criteria for which there

<table>
<thead>
<tr>
<th>compl</th>
<th>CGD</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,1)</td>
<td>95.27</td>
<td>94.03</td>
</tr>
<tr>
<td>(3,2)</td>
<td>70.65</td>
<td>75.0</td>
</tr>
<tr>
<td>(3,3)</td>
<td>29.58</td>
<td>39.3</td>
</tr>
</tbody>
</table>

The curves are not shown since their scale is different from that of the other curves, but conjugate gradient descent was faster than the other algorithms (as expected). The two algorithms have comparable performance. Gradient descent generally performed somewhat below genetic search and comparably to differential genetic search.
were local minima in the objective function. The test criterion with the local minimum in the \textit{compl}(0, 1) program was satisfied by the GAs some of the time, but only serendipitously. This suggests that the global optimization capability of the GAs is not what makes them perform better than gradient descent. The notion that other factors are more important than global optimization ability in determining the success of genetic search for these problems is also reinforced by our observations on serendipitous coverage.

It is interesting that conjugate gradient descent did not perform as well as the reference algorithm for most of these programs. In most cases, this is apparently because the reference algorithm obtained better serendipitous coverage. In the experiments we will describe next (in Section 5.4), the opposite thing happened: Conjugate gradient descent outperformed the reference algorithm by—according to the logged status information—obtaining better serendipitous coverage.

Additional results are shown in the Appendix. The performance gap between the three techniques seems to grow when the target program becomes more complex, but it remains small when either the condition complexity or the nesting complexity is small. This suggests that dynamic test data generation is worthwhile for complex programs, though it may not be worthwhile for programs whose conditions are simple or are not nested.

However, it seems that random test generation levels off after several hundred executions, during which time the GAs show the same level of performance; since evolution has not begun yet, their behavior is essentially random. This is illustrated especially well in Figs. 5 and 14.

### 5.3.1 The Performance of the Differential GA Compared to the Standard GA

The poor performance of the differential GA (compared to the standard GA) can probably be attributed to its numerical focus, which seems poorly suited to test generation problems. Recall from Section 3.2 that the differential GA makes numerical changes in many variables, while the standard GA, using single-point crossover, leaves most variable values intact during reproduction. The scheme used by the differential GA is desirable in numerical problems, while the standard GA seems more suited to situations where variables represent specific features of a potential solution. The question, therefore, is whether the variables in a test generation problem behave more like the parameters of a numerical function, or if they are more like “features” describing the behavior of the program.

This somewhat cloudy question becomes more concrete if we focus on the part of the program’s behavior that is of interest during test generation. The program’s input is a set of parameter values, but, in a test generation problem, we generally ignore the output and are only interested in the control path taken during execution. In this sense, test generation is not what would normally be thought of as a numerical problem. Indeed, a small change in the input parameters often leads to no change at all in the control path, so the fine parameter adjustments made by the differential GA are often fruitless.

On the other hand, there are many programs where each parameter controls specific aspects of a program’s behavior. This may make it more appropriate to think of the parameters as features, each one describing a different dimension of the program’s behavior. If we regard the parameters as features, we see that the differential GA has a tendency to modify each feature, while the standard GA (with single-point crossover) tends to create different combinations of existing features.

This gives the differential GA a disadvantage when it comes to the serendipitous discovery of new inputs. This phenomenon, which we will discuss in the next section, requires that existing control paths (that is, existing features) be preserved, and the differential GA may not be good at doing this.

In our experiments, the disadvantage of the differential GA was sometimes amplified since we insisted on having different optimization methods use roughly the same number of program executions. To make the standard GA execute the program as many times as the differential GA did during its fine-grained and fruitless searches, we increased the standard GA’s population size. The standard GA tended to outperform the differential GA even when their populations were the same, and increasing the population size allowed it to widen its search while the differential GA remained tightly focused.

To make matters worse for the differential GA, small differences in performance are magnified over time. The failure to find an input that causes one branch of a decision to be executed means that no conditions within that branch can be covered in the future. Thus, the failure to satisfy a single condition can be a greater handicap than it seems.

### 5.4 b737: Real-World Control Software

In this study, we used the GADGET system on b737, a C program which is part of an autopilot system. This code has 69 decision points, 75 conditions, and 2,046 source lines of code (excluding comments). It was generated by a CASE tool.

We generated tests using the standard GA, the differential GA, conjugate gradient descent, the reference gradient descent algorithm, and random test data generation. For each method, 10 attempts were made to achieve complete coverage of the program. For the two genetic algorithms, we made some attempt to tune performance by adjusting the number of individuals in the population and the number of generations that had to elapse without any improvement before the GAs would give up.

For the standard genetic algorithm, we used populations of 100 individuals each and allowed 15 generations to elapse when no improvement in fitness was seen. The probability of mutation was 0.000001. For the differential GA, we used populations of 24 individuals each and allowed 20 generations to elapse when there was no improvement in fitness (the smaller number of individuals allows more generations to be evaluated with a given number of program executions, and we found that the differential GA typically needed more generations because it converges more slowly than the standard GA for these problems). As before, we attempted to generate test cases that satisfy condition-decision coverage.
First, we tried to achieve condition-decision coverage with the two GAs. Next, we applied random test data generation to the same program. Here, we permitted the same number of program executions as was used by the genetic searches. This amounts to thousands of random tests, one for each time the fitness function was evaluated during genetic search. Note, however, that random test generation stops making progress quickly.

Fig. 8 shows the coverage plot comparing genetic and random test data generation. The graphs show the best, worst, and pointwise mean performance over 10 separate attempts by each system to achieve complete condition-decision coverage.

The best performance is that of the differential GA; eventually, all runs converged to just over 93 percent condition-decision coverage. The best runs of the standard GA also reached this level of performance, but the differential GA was faster. Random test generation stops making progress quickly.

Fig. 8 shows the coverage plot comparing genetic and random test data generation. The graphs show the best, worst, and pointwise mean performance over 10 separate attempts by each system to achieve complete condition-decision coverage.

The best performance is that of the differential GA; eventually, all runs converged to just over 93 percent condition-decision coverage. The best runs of the standard GA also reached this level of performance, but the differential GA was faster. Random test generation only achieved 55 percent coverage.

Though we did not tune the GAs extensively for performance (as we have said), we did try to adjust the population size of both programs in order to obtain comparable resource requirements for both programs. The reason for doing this was to ensure that better or worse performance by one algorithm was not merely the result of a greater or smaller number of program executions. But, during this process, we found that changing the population size only had a small affect on performance. The reason was that the GAs wasted many program executions on fruitless searches and changes in the population size simply changed the resources wasted in this way. Therefore, it is quite possible that the standard GA could have been faster if the population size had been smaller, without a significant decrease in the condition-decision coverage it achieved.

The two gradient descent algorithms were somewhere in the middle, with conjugate gradient descent achieving about 90 percent condition-decision coverage, while the reference algorithm only reached about 85 percent.

5.5 Detailed Analysis of Experiments

For any given execution of the test generator, we can divide the 75 conditions of the b737 code into four classes. Some were never covered by the GA, some were covered serendipitously while the GA was trying to cover a different condition, some were covered while the GA was actually working on them, and some were covered by the randomly selected inputs we used to seed the GA initially.

The last class of inputs is reflected in Fig. 8 by the fact that many conditions were already covered almost immediately. For example, the standard GA covered about 76 percent of the conditions right away.

Here, as in our other experiments, most inputs were discovered serendipitously. (Note that, when a test requirement is satisfied serendipitously, it often happens before the genetic algorithm makes a concerted attempt to satisfy that requirement. Therefore, the fact that many requirements were satisfied by chance does not imply that the GA would have failed to satisfy them otherwise.)

The fact that most inputs were discovered by luck means that most test requirements not satisfied by chance were not satisfied at all. In this respect, the b737 experiments shed some light on the true behavior of the two different GA implementations. A quick look at parts of the source code elucidates this behavior. We will first explain a typical individual run of the standard GA and then discuss the differential GA.
The execution of the standard GA we examine as a model was selected because its coverage results are close to the mean value of all coverage results produced by the standard GA on b737. In its 11,409 executions of b737, this run sought to satisfy test requirements on 12 different conditions in the code. Of these 12 attempts, only one was successful. The remaining 11 attempts showed little forward progress during 10 generations of evolution.

While making these attempts, however, the GA coincidentally discovered 14 tests that satisfied requirements other than the ones it was working on at the time. The high degree of coverage that was finally attained was mostly due to those 14 inputs. Indeed, the most successful executions have the shortest runtimes precisely because so many inputs were found serendipitously—many conditions had already been covered by chance before the GA was ready to begin working on them.

Next, we consider a typical execution of the differential GA. During this execution, the 15,982 executions of b737 involve 25 different attempts to satisfy specific test requirements. The number of attempts depends on which requirements are satisfied and in what order. Therefore, it is not the same for all executions of the test data generator. Again, only one objective is obtained through evolution, though 10 additional input cases, not necessarily prime objectives of the GA, are found.

5.5.1 Where the GAs Failed

It is interesting to consider the conditions that the GAs never successfully covered. The standard GA failed to cover the following eight conditions:

```c
for (index = begin;
    index <= end && !termination; index++)
    if (((T <= 0.0) || (0.0 == Gain)))
    if (o_5)
    if (o_5)
    if (((o_5 > 0.0) && (o < 0.0)))
    if (FLARE)
    if (FLARE)
    if (DEC RB)
```

The differential GA failed to cover these conditions:

```c
for (index = begin;
    index <= end && !termination; index++)
    if (o)
    if (o)
    if (((OP - D2) < 0.0) && ((OP - D1) > 0.0))
    if (o_3) if (((o_5 > 0.0) && (o < 0.0)))
    if (FLARE)
    if (((LOCE) || ONCRS))
    if (RESET)
```

Most of the decisions not covered only contain a single Boolean variable, signifying a condition that can be either TRUE or FALSE. The technique we use to define our fitness function seems inadequate when the condition contains Boolean variables or enumerated types. For example, if we are trying to exercise the TRUE branch of the condition

```c
if (windy) ...
```

we simply make \( \mathfrak{A}(x) \) equal to the absolute value of windy. This makes \( \mathfrak{A}(x) \) zero when the condition is FALSE and positive otherwise. But, if windy only takes on two values (say 0 and 1), then the fitness function can only have two values as well.

Any two-valued fitness function does not allow the genetic algorithm to distinguish between different inputs that fail to satisfy the test requirement. Genetic search relies on the ability to prefer some inputs over others, so two-valued variables cause problems when they appear within conditions. Our experimental results suggest that this problem is real. With an improved strategy for dealing with such conditionals, GA behavior should improve.

The GAs also failed to cover several conditions not containing Boolean variables, in spite of the fact that such conditions provide the GAs with useful fitness functions. The conditions not covered by the GAs all occurred within decisions containing more than one condition, and this may account for the the GAs difficulties. However, it is also important to bear in mind that these conditions do not tell the whole story since the variables appearing in the condition may be complicated functions of the input parameters.

5.5.2 The Performance of the Random Test Generator

A second question raised by our experiments is why the random test generator performed so poorly. In all of our experiments, the random test generator quickly satisfied a certain percentage of the test requirements and then leveled off, failing to satisfy any further requirements, even though, in some cases, there were thousands of additional program executions.

In many programs, it is not counterintuitive that random test generation performs poorly. The b737 program presents an intuitively striking illustration of this. This program has 186 floating-point input parameters, meaning that there are \( 2^{11.904} \) possible inputs if a floating-point number is represented with 64 bits. Even a program like triangle, with three floating-point parameters, has \( 2^{102} \) possible inputs. With a search space of this size, nothing even approaching an exhaustive search is possible. It is clear that, for any probability density governing the random selection of inputs, one can write conditions that only have a minute probability of being satisfied by those inputs.

Thus, even seemingly straightforward test requirements can be essentially impossible to satisfy using a random test generator. Some parts of the triangle program are only executed when all three parameters are the same, but a random test generator only has one chance in \( 2^{125} \) of coming up with such an input if inputs are selected uniformly and independently (e.g., the second and third input parameters have to have the same value as the first, whatever that value happens to be). Since the random test generator creates tests independently at random, it is straightforward to determine that the probability of generating an equilateral triangle one or more times during 15,000 tests is less than \( 4 \times 10^{-35} \). (See [12] for a discussion of the probability of exercising a program feature during testing that was not exercised previously.)

In some cases, the performance of the random test generator might be improved by nonuniform sampling, as discussed in Section 5.2. If the test generator were only allowed to choose integer inputs between 1 and 100—the tester would already have to know that restricting the
inputs to small integers does not preclude finding the desired test—then there would be one chance in 10,000 of finding a satisfactory input. This would give the random test generator a manageable chance of finding an input whose three parameters are all the same. Still, the same trick would also improve the performance of the reference algorithm. The triangle example clearly illustrates the advantages of a directed search for a satisfactory input.

5.5.3 The Performance of Gradient Descent

The coverage plots for conjugate gradient descent and the reference gradient descent algorithm are shown on the right side in Fig. 8, with a different horizontal and vertical scale than the coverage plot for the GAs. On average, conjugate gradient descent achieved 90.53% condition-decision coverage, just slightly less than the genetic algorithms. The reference algorithm achieved 85.51%.

In fact, conjugate gradient descent was more expensive than genetic search in these experiments. The reason for this, according to the status information logged during execution, was that conjugate gradient descent had trouble noticing when it was stuck on a plateau. It continued searching there when it should have stopped. This could easily be fixed, but tuning gradient descent for efficiency is our goal in this paper. Needless to say, the reference algorithm was more expensive than any of the others.

The poor performance of the reference algorithm is somewhat surprising. We would expect it to perform at least as well as conjugate gradient descent if the objective function had no local minima or plateaus. The status information logged by the reference algorithm does not show that it encountered local minima, but it did encounter plateaus.

According to the logged status information, this difference in performance was, once again, the result of serendipitous coverage. Below, we will discuss the issue of serendipitous coverage in more detail.

5.5.4 Serendipitous Coverage

Recall that, in the b737 code, 14 conditions were covered while the GA was trying to satisfy a different condition, while only one condition was covered while the GA was actually trying to cover it. For the differential GA, the ratio was 10 coincidental coverages to one deliberate coverage.

This phenomenon was seen throughout our experiments and it is graphically illustrated in the coverage plots. There are sudden, seemingly discontinuous increases in the percentage of conditions covered. Instantaneous jumps come about because many new conditions are encountered and satisfied immediately when the program takes a new branch in the execution path (this was discussed in Section 5.2). But, sometimes, the sudden increases in coverage are rapid without being instantaneous. In our experiments, this happened when the execution of a new branch provided new opportunities for serendipitous coverage.

The most interesting question raised by this experiment is the following: If the two GAs had so much success with inputs they happened on by chance, then why didn’t random test generation perform equally well? We believe that the evolutionary pressures driving the GA to satisfy even one test requirement are strong enough to force the system as a whole to delve deeper into the structure of the code. This means though the GA is not necessarily following the optimal algorithm of grinding through each conditional one after the other to meet its objectives in lock-step manner, it is, in the end, finding good input cases.

This argument is illustrated in the diagram in Fig. 9, which represents the flow of control in a hypothetical program. The nodes represent decisions and the goal is to find an input that takes the TRUE branch of decision c.

According to the logged status information, this difference in performance was, once again, the result of serendipitous coverage. Below, we will discuss the issue of serendipitous coverage in more detail.

Fig. 9. The flow of control for a hypothetical program. The nodes represent decisions and the goal is to find an input that takes the TRUE branch of decision c.
In the final analysis, both GAs clearly outperform random test data generation for a real program of several thousand lines. This is an encouraging result.

6 OPEN RESEARCH ISSUES

Our experimental results open a considerable number of research issues. These issues all have at their heart the question: How can our test data generation system be further improved? More specifically, how can we make our system find tests that satisfy an even larger proportion of the test requirements? The handful of issues addressed in this section each have the potential to improve system behavior.

- **Improved handling of binary-valued variables.** The fitness function should deal intelligently with conditions that contain two-valued variables (see Section 5.5.1).
- **Improved handling of inputs that fail to reach the target condition.** When genetic search generates an input that fails to reach the condition that we are currently trying to satisfy, that input is simply given a low fitness value. However, we already have at least one input that reaches the condition because of the way the algorithm is defined. If we assign higher fitnesses to inputs that are closer to reaching the condition, it might be possible to breed more inputs that actually reach it.
- **Special purpose GAs.** Much of the GA literature is concerned with investigating special purpose GAs whose parameters and mechanisms are tailored to specific tasks [31]. Results garnered from the differential GA versus standard GA comparison that we made suggest that investigation into designer GAs would be profitable. This research would focus on GA failure and investigate ways to avoid running out of steam during test data generation. More work should also be done determining exactly why the standard GA seems to outperform the differential GA.
- **Path selection.** Path selection is the use of heuristics to choose an execution path that simplifies test-data generation (as used by TESTGEN; see Section 2.3). Although path-selection is not vital in our test-generation approach, it may still be the case that some execution paths are better than others for satisfying a particular test requirement. If static or dynamic analysis can provide clues about which paths are best, it will not be difficult to bias a genetic search algorithm toward solutions using those paths. In fact, the work of [16], [4] suggests that such an approach can lead to a noticeable improvement in performance.
- **Higher levels of coverage.** In this paper, we reported on the generation of condition-decision adequate test data. However, higher levels of coverage may further discriminate among different test-generation techniques. It would be interesting to apply our technique to multiple-condition coverage as well as dataflow and mutation-based coverage measures.

6.1 Global Optimization vs. Gradient Descent

In general, gradient descent is faster than global optimization algorithms such as genetic search, so it is preferable when it provides comparable performance. However, the global optimization algorithms almost always provided better performance in our experiments.

Gradient descent can fail in two ways: First, it can encounter local minima and, second, it can encounter plateaus in the objective function. When we analyzed the behavior of the reference algorithm, it appeared that local minima did exist for many of our test adequacy criteria—at least with the way we defined the topology of the problem space—but plateaus appeared to be much more common.

Plateaus can also make a global optimization algorithm fail, and they did so in our experiments. Nonetheless, the global optimization algorithms made up for this failing with serendipitous discoveries of new inputs. In a sense, the extra program executions, which make up the bulk of the extra resources needed for global optimization, were put to good use.

On the basis of our experiments, we are therefore reluctant to conclude that global optimization algorithms performed better because of their avoidance of local minima. Rather, it seems that their absence of assumptions about the shape of the objective function, and the extra exploration they did to make up for this lack of assumptions paid off in an unexpected way.

Of course, the setting determines whether or not the performance gain is worth the computational effort. For many programs, it may be important to generate tests quickly, and achieving high levels of coverage may be less important. Indeed, it has been argued that coverage for its own sake is not a worthy goal during software testing. However, high test coverage levels are mandated in some settings. We will also argue, in Section 6.2, that achieving structural test coverage is not the only reason for using automatic test generation. In settings where automated test generation replaces manual test generation, the automated approach is clearly desirable, and we hope that this paper will constitute progress toward making it feasible in settings where programs are complex and manual test generation is especially laborious.

6.2 Further Applications of Test-Data Generators

In the long term, there are a number of interesting potential applications of test data generation that are not related to the satisfaction of test adequacy criteria. Often, we would like to know whether a program is capable of performing a certain action, whether or not it was meant to do so. For example, in a safety-critical system, we want to know whether the system can enter an unsafe state. When security is a concern, we would like to know if the program can be made to perform one or more undesirable actions that constitute security breaches. Even in standard software testing, one could conceivably perform a search for inputs that cause a program to fail, instead of simply trying to exercise all features of the program. References [22], [23] and [24] discuss a number of such extensions of dynamic test generation and give more detail than we do here about their implementation.
The genetic search techniques we are developing can be applied in all of these areas, although we expect that each area will present its own challenges and pitfalls. To our knowledge, the only test-data generation systems that can be used on real programs are our own and that of [5]; since both are recent developments, it has not been possible to explore many of the less obvious applications of test data generators. Thus, the ability to automatically satisfy test criteria will open an enormous number of new avenues for investigation.

6.3 Threats to Validity

For the most part, this paper simply reports what we observed in our experiments. By performing each experiment several times with different random number seeds, we tried to ensure that the observations we reported were not extraordinary phenomena, and we can say with a certain confidence that similar results would be obtained if the same experiments were run with different initial seeds.

However, we do not know of any legitimate basis for generalizing about one program after observing the behavior of another nor for selecting programs at random in a way that permits statistical conclusions to be drawn about a broader class of programs. Therefore, we have not tried to obtain, say, a statistical sample of control programs to use in Section 5.4 nor have we tried to generalize about programs with different nesting complexities or condition complexities by generating many random programs with the same \(\text{compl}(\cdot, \cdot)\) parameters in Section 5.3. It follows, however, that our results in Section 5.4 do not predict the performance of genetic search in automatic test generation for all control software nor do the results in Section 5.3 predict its performance for all software with a given nesting complexity and condition complexity.

Our measurements were made in two ways. First, we kept a log of certain information while test generation was in progress. Our logs show the value of the objective function when the program under test is executed, they record when new coverage criteria are satisfied, and, in some cases, they record other information as well, such as the fact that the reference gradient descent algorithm is reducing its step size. Coverage results are obtained using the commercial coverage tool DeepCover and they are recorded each time a new criterion is satisfied; this allows us to construct convergence plots.

Although most of what we reported is simply what we observed, some conclusions about the shape of the objective function was obtained indirectly via the log files. Thus, when we report that a test generation hits a plateau in the objective function, we mean that the algorithm was unable to find any inputs that caused the objective function value to change and not that there were no such inputs. Likewise, when we say that the objective function was not quadratic, we mean that a discrete set of points—those used as inputs by the test-generator—did not fit a quadratic curve well.

7 Conclusions

In this paper, we have reported on results from four sets of experiments using dynamic test data generation. Test data were generated for programs of various sizes, including some that were large compared to those usually subjected to test data generation. To our knowledge, we present results for the largest program yet reported in the test generation literature. The following are some salient observations of our study:

- In our experiments, the performance of random test generation deteriorates for larger programs. In fact, it deteriorates faster than can be accounted for simply by the increased number of conditions that must be covered. This suggests that satisfying individual test requirement is harder in large programs than in small ones.

  Moreover, it implies that, as program complexity increases, nonrandom test generation techniques become increasingly desirable, in spite of the greater simplicity of implementing a random test generator.
Although the standard genetic algorithm performed best overall, there were programs for which the differential GA performed better. For most of the programs, a fairly high degree of coverage was achieved by at least one of the techniques. From the standpoint of combinatorial optimization, it is hardly surprising that no single technique excels for all problems, but, from the standpoint of test-data generation, it suggests that comparatively few test requirements are intrinsically hard to satisfy, at least when condition-decision coverage is the goal. Apparently, a requirement that is difficult to cover with one technique may often be easier with another.

Serendipitous satisfaction of new test requirements can play an important role. In general, we found that the most successful attempts to generate test data did so by satisfying many requirements coincidentally. This coincidental discovery of solutions is facilitated by the fact that a test generator must solve a number of similar problems, and it may lead to considerable differences between dynamic test data generation and other optimization problems.

**APPENDIX**

**RESULTS FOR SYNTHETIC PROGRAMS**

This appendix shows the results of further experiments described in Section 5.3. Several interesting features, such as the remarkably poor performance of the standard GA for the program with compl(3, 1) and the similar performance of all three methods for compl(5, 0), also appeared in several repetitions of the experiment using different GA parameters and different seeds for random number generation. This suggests (not surprisingly) that the compl metric does not capture everything needed to predict the performance of the test generators.

As in Section 5.3, the differential GA used 30 individuals and gave up on satisfying a given test requirement if 10 generations elapsed with no progress. The standard GA was also instructed to give up if no progress was made in 10 generations, and the population size was adjusted to give the same number of target-program executions as the
differential GA. This resulted in the following population sizes for the standard GA (shown in Figs. 10, 11, 12, 13, 14, and 15, respectively):

\[
\begin{align*}
\text{compl}(0, 2) & : 270, \text{compl}(0, 3) : 160, \text{compl}(3, 1) : 320, \\
\text{compl}(3, 3) & : 280, \text{compl}(5, 1) : 340, \text{and compl}(5, 2) : 240.
\end{align*}
\]

The performance for each size is reported in Table 6.
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